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Multiple View Oriented Matching Algorithm for
People Reidentification

Jorge Garcia, Alfredo Gardel, Ignacio Bravo, Member, IEEE, and José Luis Lazaro

Abstract—People reidentification is one of the most challenging
tasks in computer vision, and considerable efforts have been
directed toward providing solutions to this problem. The existence
of extensive camera networks and surveillance systems increases the
amount of people images obtained, but, on the other hand, implies
the need for new algorithms to enable reidentification of people
captured by the cameras. There is no one optimal model that solves
the entire problem, but a set of distinctive features can be used to
help in the matching process. Our proposal consists of using the
orientation of each person captured in the surveillance scene to
considerably improve the reidentification process. An iterative
algorithm maximizes the number of successful matches and speeds
up the process. A comparison with other earlier relevant studies is
presented using available datasets.

Index Terms—Appearance models, camera network, object
recognition, people reidentification, surveillance systems.

1. INTRODUCTION

CENE UNDERSTANDING is commonly conceived of as

atask oriented to the interpretation of a scene through video
sequences [1], [2]. Different tasks must be carried out to provide a
knowledge-based process, such as object recognition, motion
processing, and color appearance models. Knowledge of peo-
ple’s identities enables a system to fully understand the scene [3],
[4]. Surveillance systems are one of the most suitable applica-
tions for performing these tasks when a camera network is
monitoring different, nonoverlapping areas. Typically, this type
of surveillance network is composed of different cameras and
involves lack of information about the space—time relationship
while tracking people in the surveillance area [5]. Therefore, it is
necessary to unify and share the information on detected and
tracked people between different cameras in order to provide a
better scene understanding.

People reidentification is the visual recognition of the same
person in disjointed camera views, considering a certain set of
different identities. To address this task, a feature set is extracted
from each detected person on a captured image, a process known
as identification. Examples of these features include color
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distribution, shape, texture, local attributes, etc. All the features
used to model appearance are classified into two groups: global
and local. The difference between them is the region of interest
(ROI) from where the feature is extracted; local features focus on
information at points of interest, while global features are present
in a large area of a person. Typically, the set of features that
defines a person is considered a signature, and the reidentification
process consists of comparing different views of a signature
using a similarity measure. When using nonoverlapping camera
views, several problems are added to the reidentification process,
since different perspectives are taken when a person is captured
from disjoint views. For example, four poses are defined to
model the appearance: front, back, left and right side. This aspect
must be taken into account when using different views in order to
create a signature, since people’s appearance may be affected
by lighting changes between different locations, i.e., outdoor/
indoor. However, merging global and local features helps to
create more robust and reliable signatures, and temporal and
spatial constraints between cameras can be used to reduce
potential false matches. In addition, the camera network topology
must be known since each camera captures an uncontrolled
environment from a certain distance, which means that recogni-
tion of biometric aspects such as face, eyes, or gait [6] does not
provide sufficient reliability due to difficult segmentation, low
resolution, and frame rate. Another common problem is occlu-
sion due to movement of the people or objects within a scene.
Fig. 1 shows some examples of the problems described above.

Most studies [8]-[10] have generated an appearance model-
based signature from single or multiple images corresponding to
the same person. Simple appearance models consist exclusively
of global color features and are obtained from the general
chromatic content or filter responses. However, in order to
increase signature robustness, several local features can be
added, such as points of interest, relevant patches, and texture
segmentation. Other methods [11], [12] extract features from
multiple images and use machine-learning algorithms to obtain a
signature that considers perspective changes. Lastly, some stud-
ies have provided a robust distance, in an attempt to quantify and
differentiate features by learning the distance-weighted function
that is most likely to yield correct matches in the reidentification
process [13]. As mentioned earlier, the main problem encoun-
tered in these reidentification methods is the variation in appear-
ance that occurs when a person is captured from different
perspectives. Given a pair of signatures corresponding to notice-
ably different viewpoints, the match between local features
decreases and it is mainly the global features that provide
similarity in the matching process. To mitigate this problem,
here we propose a multiple view oriented model (MVOM),
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Fig. 1. Examples of VIPeR dataset [7]. Each column is one pair of images
corresponding to the same person.

which represents a signature composed of different images. Each
of the model’s images represents a different or an updated
viewpoint. Furthermore, an iterative matching process is pro-
posed to take advantage of the various perspectives available.
In general, since some trajectories are more likely than others in
each camera, of the orientation of short-term tracking (STT) for
each camera will have a similar orientation. The important issue
here is that extension of the camera network will produce relevant
information with many differently oriented trajectories, thus
ensuring that the algorithm presented will yield an improvement.

This paper is organized as follows. In Section II, we review
previous studies related to the subject under discussion. In
Section III, we present the proposed MVOM, a method for
retrieving people orientation, and the iterative matching algo-
rithm. In Section IV, we present our experimental results
obtained using three public datasets to validate our proposal.
Lastly, we present our conclusion in Section V.

II. RELATED WORK

People reidentification is currently one of the most important
topics in surveillance systems, and provides a means to under-
stand a global scene using people trajectories from images
captured by a camera network. Appearance models are the
methods most commonly used in order to create a signature
with which to distinctively identify each person. Each signature
consists of a set of features which can be classified into two
groups: global and local features. Typically, global features are
composed of chromatic histograms of different color spaces. In
[14], the RGB color space was selected to extract a color position
histogram consisting of a fixed number of horizontal bands.
Thus, a person is represented by a vector with a particular color
distribution. This representation is somewhat dependent on RGB
values, so lighting changes between different scenes can signifi-
cantly reduce the rate of reidentification. In a related study [15], a
similar signature with horizontal bands was implemented but
using a binary classifier based on a support vector machine
(SVM). A similarity measure function based on a learning
process improved both performance and accuracy in people
reidentification under challenging viewing conditions [16].
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Texture feature extraction is another option for charac-
terizing the people appearance model. The major contribution
of Gray and Tao [7] was the application of Gabor and Schmid
filter responses. These features are more stable than color
features, so the signature is more independent of viewpoint
changes.

Other types of signature are complemented by local features.
For example, Oliveira and Souza-Pio [17] used local histograms
of HSV color space, which were determined in areas around
specific points of interest. Furthermore, each ROI was used by a
Speeded Up Robust Features (SURF) descriptor based on a
Scale-Invariant Feature Transform (SIFT) descriptor but with
improved performance. The aim of this feature was to charac-
terize a region in a robust way that was invariant to natural
viewing changes such as scale, rotation, and affine/viewpoint
variance. However, when two cameras capture images from
different sides of a person, the robustness of this feature is
reduced. Other local features such as Haar-like features have
also been extracted to define a signature, as in [18]. In addition,
gradient location and orientation histogram (GLOH) features
have been used, combining ideas from both SIFT and shape
context [19]. The local features defined above are descriptors
applied over a local interest point such as a Harris detector and
Hessian-Laplace. Covariance descriptors have also been used to
create a signature, as proposed in [20]. Using the dense descrip-
tors technique, a grid structure with overlapping was applied to
the image, and a cell was defined in each point of the grid where
the covariance descriptor was calculated; thus, the signature
was composed of a large vector of covariance descriptors. The
same authors have also proposed a discrimination method to
extract the relevance vector prior to implementing the grid
matching process. Similar studies which have also used covari-
ance descriptors are reported in [21] and [22]. In these cases, the
covariance descriptors grid was combined with biologically
inspired features and spectral clustering techniques, respectively.

All global and local features are extracted in a ROI of the
image where the person appears (full body). Most of the methods
assume the minimum bounding box and that some background
pixels within the ROI include background information on the
signature. Research such as [14] has determined the silhouette
using the background/foreground update process in order to only
include information about the person. Some authors have also
proposed body segmentation; in [9], the body was divided into
three parts: 1) legs; 2) trunk; and 3) head. Each extracted feature
was weighted according to the body part and the distance
between the middle of the body (vertical orientation) and the
feature location. In [23] and [24], a reidentification process was
proposed based on attributes, where a matching process between
segmented parts was used. Another possible classification of
appearance models is based on the use of a single shot [7] or
multiple shots [8], [20], [25] in order to create the signature.
Single shot methods only use one image where the person
appears in order to extract features, whereas a set of images is
required to apply multiple shot methods. The choice of a single or
multiple shot method depends on the availability/use of tracking
information. Multiple shot methods yield a more independent
signature than single shot methods as regards the captured
viewpoint or lighting changes. In contrast, fusion techniques
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are necessary to combine information from multiple images. In
[25], a covariance descriptor was applied to generate an over-
complete descriptive statistical model. Thus, a discrimination
model was applied to select the most selective features. A similar
technique was proposed in [20], where the authors used a
variance measure to distinguish between discriminant patterns
and common patterns, assuming that common patterns belonged
to the background and were not thus taken into account to
construct the signature.

In [26], multiple images were used to create each individual
signature. The authors introduced a novel domain for matching
the reidentification of a person and panoramic appearance map-
ping (PAM) for feature representation. This large area enables
the introduction of information captured by multiple cameras—
whether overlapped or not—using the relative position of the
person with respect to the camera. Thus, considering the orien-
tation of people from the camera, the images are placed in the
corresponding zone of the PAM, which in turn provides an easy
and more robust mechanism for matching images for reidenti-
fication. The authors only mapped RGB points onto the PAM,
without computing the features for later comparison as we do in
our proposal. In the study by Baltieri ez al. [27], a common three-
dimensional (3-D) model was created for any person under
analysis. The authors focused their attention on calibrated cam-
era spaces, giving an accurate measurement of each 3-D feature,
superimposed on the 3-D model of each individual. The authors
overwrote the model information depending on the reliability
of the current measurement, thus only one measurement was
incorporated into the 3-D model at a time. Another issue was that
comparison in the 3-D domain could lead to larger errors, mainly
due to the image—model transformation, which is not required in
our proposal. Novel depth cameras introduce more data into the
reidentification problem. In [28], RGB-D information was used
to set-up a 3-D descriptor for people reidentification. These
authors based reidentification on a 3-D cylindrical grid that
included the RGB information retrieved by the depth camera.
However, they did not compute the orientation of the people with
respect to the depth camera; instead, the data were incorporated
into the 3-D grid and matched with other 3-D grids regardless of
the orientation of the people captured. In our proposal, the
orientation of people trajectories is considered an important
parameter, which will be evaluated iteratively in the people
reidentification process. This particular issue is analyzed in
[29]. These authors studied the viewpoint invariance of person
reidentification, and found that in many cases, only a color
histogram could be considered a good matching feature for a
view-independent description of a person’s appearance. How-
ever, other features extracted from an individual were generally
only view-independent to a certain degree. They introduced a set
of oriented captures of each person. Our criticism is that appar-
ently all the oriented views of a person were captured by the same
camera, and only a quantized orientation range of person images
was stored. In our proposal, all image information is stored if
there is a reliable orientation value in the person-camera view.
Another important idea from the paper cited above is that in
general, symmetry exists between the left and right sides of a
person, thus speeding up the reidentification process. We take
this notion one step further, providing an iterative matching step
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Fig. 2. System overview: steps corresponding to Multiple View Oriented
Matching Algorithm for people reidentification.

that would reduce the computing time required for the process
depending on the information previously obtained by the system.

III. MULTIPLE VIEW ORIENTED MATCHING APPROACH

Given a camera network with nonoverlapping fields of view
located in a large surveillance area where an unknown set of
people is captured, the reidentification problem can be defined as
the correspondence between people across different camera
images. We propose a MVOM in order to encode the appearance
of the person from different perspectives with respect to the
camera. An overview of our approach is shown in Fig. 2. The first
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step is to compute an orientation value for each image corre-
sponding to an STT. Then, different perspectives of the person
are extracted from each STT according to his/her orientation.
A set of features is used to represent each perspective. Finally, an
iterative matching process is proposed in order to identify
correspondences between different models taking advantage of
the perspective values of the model in order to achieve a robust
matching.

A. Multiple View Oriented Model

Since a camera provides an STT of the people crossing the
scene [30], [31], multiple images may be used to model their
appearance. These methods, which are referred to as multiple
shots, merge the information extracted from all the images to
create a signature, which is more suitable for perspective or
people orientation changes. Often, problems can arise in such
proposals when different perspectives corresponding to the same
person have strong dissimilarities. A corrupt signature is com-
puted, causing unsatisfactory correspondences in the reidentifi-
cation process. We propose a MVOM that creates a signature
composed of different feature vectors where each one provides an
updated appearance model of the person with a defined perspec-
tive from the camera. In the same way, views with a similar
perspective are captured by the MVOM so as to always have
updated appearances of the people. Given an STT, two cases can
arise when adding an appearance to the model, as explained below.

1) Direction Changes: The trajectory generated by a person
across the scene captured by a camera may contain direction
changes due to static objects which are located in the scene and
cross between people or his/her own trajectory. These situations
are leveraged by our MVOM to obtain different perspectives of
the person and they are classified using an orientation parameter
according to camera location. A new appearance sample is added
to the model when a strong change is detected in a short period of
time or when a weak change occurs over a long period of time.

2) Updated Perspective: Similar appearances that are
complementary are incorporated into the model at every given
period of time. Thus, several images with the same orientation
are collected to obtain an appearance model that is less dependent
on changes in perspective or camera conditions. This type of data
acquisition for the appearance model leads to a larger database of
possible similar images that can subsequently be refined to
reduce the amount of data to be stored in the database.

Formally, the MVOM is defined as follows. Let S = {s;} be
an STT captured from a camera, while s represents a feature
vector modeling the person appearance and ¢ € N is the number
of samples contained in S. The number of samples s; depends on
the time that the person is within the camera field of view. In this
study, we assume that the task of people tracking is already
solved as proposed in [32]. Thus, the MVOM can be represented
as S’ C S, where S’ is a subset of feature vectors defining
different perspectives of the trajectory. The size S’ depends on
the resolution of direction changes and the update time. Given a
trajectory of a person 7 = (x,y, v,, v,), where x and y are
image position vectors and v, and v, are image velocity vectors,
direction changes can be represented as the angle between the
position vector and the velocity vector. However, this parameter
does not provide a perspective-camera relationship in order to
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Fig. 3. Example of floor point detection through the intersection of the person
vertical line with the ground plane.

compare perspectives from other STTs occurring either within
the same camera (intrarelationship) or with respect to other
cameras (interrelationship). Assuming people walk in a forward
direction, the angle between the trajectory vector and camera
vector (optical axis) provides a relationship in order to compare
perspectives that satisfy both restrictions. This angle 6 is defined
as the estimated orientation of the person with respect to the
camera. An analysis of this constraint is described in the next
section.

From now on, we assume the vector o is known, where each
element represents the estimated orientation value between two
successive points of the trajectory. When the angular velocity is
too large for two consecutive points, the uncertainty of 6
extracted from the images is also large. The same problem
can occur when the linear velocity is low for two consecutive
points (stop&go situations). Similarly, projection of the scene
introduces uncertainty into the estimated orientation, but it is
encoded in the linear velocity. Thus, the reliability of the 6 value
can be defined as a function of linear and angular velocities
from the person trajectory, v and w, respectively. Given two
points (1 Y1 V1 vy)and (e Y2 Va2 vy )from T, visdefined
as v= ((Uzg — Ul-l)z + (’Uyg — Uy1)2)1/2 and w= (92 — 91)/TS,
where T represents the camera frame rate. We propose to
model the reliability ¢ as a weighted function of normal
distributions

f - ava(Uma 0-12;) + awNuJ(O7 Ui) (1)

where N, and N, represent normal distributions for each
velocity with o? and o2 variances. v,, represents the average
image velocity in order to obtain a low weight when the person is
not walking. Lastly, «v, and a, are their corresponding weights.

Typically, single camera tracking provides the person position
in the image as the centroid of its bounding box, head detection
point, etc. We propose to use a new point defined as floor point in
order to increase the precision of the orientation recognition task
and the parameter values for its reliability function. This point
represents the intersection of the person vertical line with the
ground plane, as shown in Fig. 3. Given the foreground image m,
the floor point (x,y) is computed as follows:

P size(m)
x_gleiél{ > mling) = Y mli, ) } (2)
i=1;5 i=p;j

y= I[Elelél{d((x7p)7 (xm? ym))‘m(«n.p):' }
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Ox X,

Fig. 4. System diagram related to retrieving people orientation.

where d(-) represents the Euclidean distance and (z,,, y,,,) is the
middle-bottom point of the image. Lastly, the MVOM is
expressed as M = 8 = {s;,6;,&}. A threshold parameter p is
defined to determine which samples are incorporated to the
MVOM from |Ad| = |6, — 0,|, where 0}, is the orientation value
of the last sample added to the model and 6, is the orientation
value of the current sample. p parameter is fixed according to the
real values obtained from each camera.

B. Retrieving People Orientation

Our proposal retrieves the trajectory orientation of people in
the scene with respect to the camera. In this section, we show that
only two calibration parameters will be necessary to retrieve the
estimated orientation of people trajectories. Fig. 4 shows the
global diagram used to obtain the orientation value 6 for a sample
of the person trajectory with respect to the camera. Vector u is
the camera optical axis, u’ its corresponding projection over the
ground plane and v is the trajectory vector between two conse-
cutive points. Let us make the following assumptions: first of all,
the origin of the world coordinates system is located in the
ground plane where the vertical line intersecting the camera
coordinate system originates. Thus, the translation vector
T=|T, TyTZ]T will have T, =0 and T, = 0. As noted
previously, the projection of the camera optical axis u’ is parallel
to the Y,, axis. Thus, the X, axis is parallel to the axis X, which
in turn ensures that in the RT" transformation, ¢, = 0 always.
Given a point of the trajectory in world coordinates
P, = (X, Yy, Zy), the perspective transformation equation
P, = [RT|[P,1]" where P, = (X,,Y., Z.) represents the
projected point in the camera. Given that the ground point of
aperson trajectory has the coordinate Z,, = 0, the expression can
be shortened

X, Xy
Y;‘, =A Y;u (4)
Z, 1
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where A is a reduced matrix
cos @, —sinf, 0
cosl,sinf, cosf,cosf, O |. (5)

sinf,sinf, cosf.sinf, T,

In our proposal, it is of interest to use the inverse transforma-
tion, from the camera points to the world coordinate points, in
order to obtain the orientation . The reduced inverse transfor-
mation to obtain [X,,Y,]" is

sin 6,
cosf,
X costy | [ X, (6)
Y, . cosl, | | Ye
—sinf,
cos 0,

The orientation vector o = (0,0,) is given by the subtraction
of two consecutive trajectory points p; and po, where
0y = Xy2 — Xy and o, = Yo — Yy Lastly, the orientation
0 for the person trajectory in this particular scenario is given by
0 = arctan(o,/0,). The new vector o is given by

. cosf,
0y = fiy <_ sin 0 (uz — 1) + 0 (vg — m) (7)
s sin 6,
0y = 7 (cos 0.(uz —uy) + cost. (vg — v1)). (8)

Using the standard assumption of zero skew and unit aspect
ratio in the intrinsic camera parameters, we find that f = f, = f.
and s = 1. Thus, the person orientation value 6 obtained from
the captured camera points of the people trajectory in the floor
plane is

—sinf,(ug —w) + % (vy — 1)
0 = arctan S0 L (9)
cos 0, (ug —uy) + oS Qi (va — 1)

which shows that nonintrinsic camera parameters are necessary
and it only depends on two extrinsic rotation parameters ,. and 6,
easily retrieved from the structure of the scene captured by each
camera.

C. lIterative Matching Process

Our proposal assumes that a large camera network will produce
different STTs of people across each camera. As stated in
Section II, although global features are independent of the
person—camera orientation, these kinds of feature will produce
false matches because their capacity to distinguish a large number
of people is relatively reduced. That is to say, global features do
provide a matching function, but this function does not provide
any reliability as regards the correspondence match. Thus, when
large numbers of people are introduced for reidentification, local
dependent orientation features should be considered: such was our
starting point for an iterative orientation aggregation algorithm
considering the person—camera perspective.

Formally, let C = {C,,} be a nonoverlapping camera network
where n € N and assume that there are m people in the area
covered by the camera network (1m is not assumed to be known).
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Each camera C), provides a set of STT, where each one is cap-
tured at different time instants. Let O = { M, My,..., M, }
be the set of all MVOMs from all STTs captured by C, where
m; is the total number of MVOMSs. Moreover, as expressed
above, each M is generated by a person from an STT, and
consists of {s;,0;,&;} where ¢ € N, s is a feature vector which
encodes the appearance, 6 is the retrieved orientation value,
and ¢ is the reliability value. The subscript ¢ depends on the
number of detected direction changes and the number of
updates. The people reidentification problem can be defined
as follows. Let us suppose a correspondence between two
MVOMs M, and M, written as hz. There is a binary variable
Yo which is true if hZ is a correct hypothesis, i.e., M, and M,
correspond to the same person. We need to find a set of
correspondences between MVOMs H = {h%,...} such that
h € H if ~, is true. The function to set the 7, variable is
defined in (10), where ¢uaicn is a decision threshold fixed
according to some external restriction, balancing the number
of reidentification results and the confidence of the measure-
ment. Given two feature vectors s, and s;, the matching
distance expressed as df;vy; is a normalized function which
measures the similarity between two appearances. This will
be referred to again in the next section. The iterative matching
process is shown in Algorithm 1

Y = { true dg‘;zl(sfl’, Z; an,ffn) < Gmatch (10)
o false otherwise.

Algorithm 1: Iterative Matching Algorithm for a query multiple
view oriented model (MVOM).

Data: M,, O = {M;, M5, ..
Result: Ranking R

. 7Mmj}: ¢9,ini: ¢nmtch

Initialization: ¢g := Pgini;
while ¢y < 180 do
Flag: = true;
while: Flag do
for i < 1 to m; do
Find pairs {s,s’ } where |02 — 0! | < ¢y
end
Compute matching distances D = {d}"", ...}

Sort matching distance results from lowest to highest
distances

for i — 1 to size of D do
if 7, then
if M; ¢ R then
Add M;to R
Mg =M, UM,
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break;
end
else
Flag: = false;
break
end
end
end
B9 = o + Poini;
end

Refill R with M; ¢ R with the last set of matching distances

The estimated orientation makes it possible to compare and
match an STT ofa person obtained from one camera with another
STT. The threshold parameter p, which is defined to select which
samples are incorporated into the MVOM, provides the starting
range of orientation ¢y ;,; that is considered in the first iteration.
Considering the range of orientation values given by the division
of 180° by ¢y ini, amatching distance considering local features is
executed for each range. The ranking of the matching for this
MVOM is obtained, only accepting reliable values that exceed a
confidence threshold ¢yatcn. The matching distance provides an
index of reliability of the aggregation performed. Once the
aggregation of the current ¢y value has been performed, the
process continues increasing the angular value to be more
flexible and consider other MVOMs with an increased distance
in their orientation values. Another important aspect is the
aggregation of MVOMs. In our context, the local features are
stored when the distance in orientation values given for each
MVOM differs in at least the uncertainty of the orientation value
computation. Thus, an entire map of local features is stored in the
person—camera orientation values. The algorithm ends when the
orientation range ¢ reaches 180 degrees, i.¢., the full perspective
of the person. Similar to the many-to-many approach, when the
range of orientation values has finalized, the ¢y, considered
while computing the matching function is enlarged to consider
more and more distance in the local features, which in turn will
produce a less reliable matching. In this way, all MVOM:s that
have not been included by the iterative matching algorithm are
added according to the minimum distance in order to complete
the ranking.

IV. EXPERIMENTAL RESULTS

In this section, we describe the experiments we conducted to
evaluate the proposed MVOM. The results are presented through
two common curves used in people reidentification: 1) the
cumulative matching characteristic (CMC) curve; and 2) the
synthetic recognition rate (SRR) curve. The CMC curve provides
the recognition percentage which represents the expectation of
finding the correct label within the best matched labels. Mean-
while, the SRR curve provides the probability that any label
among the best matched labels is correct. Furthermore, we
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Fig.5. Behavioral analysis of the proposed algorithm. (a) The number of retrieved perspectives varying the threshold of direction changes. (b) and (c¢) The percentage of

connections between MVOMs for matching distance threshold and the range of considered similar distances.

conducted a behavioral analysis of the proposed algorithm.
Different datasets were tested in order to achieve a reliable
comparison to validate the people reidentification approach. One
constraint of our proposed approach is the need for an STT
associated to each person captured by a camera. Thus, datasets
providing only one snapshot of the person in each camera, as
VIPeR dataset proposed in [7], cannot be used to collect results
for our proposal. However, the people tracking information is
highly common in real situations. In this study, the 3DPeS,
SAIVT, and ETHZ datasets were used to evaluate our proposed
method. These datasets present several differences such as
indoor/outdoor-uncontrolled environment, number of collected
people, and topology of the camera network.

A. Implementation Details

Different features are accumulated in a vector in order to
encode the visual appearance of a person. A feature vector s is
constructed from each perspective that contains an MVOM. To
compare the effectiveness of the proposed model with respect to
other contributions, we implemented the two sets of features
proposed by Farenzena ef al. in [9] and Martinel and Micheloni
[10]. The first feature set, hereafter referred to as SoF1, consists
of weighted color histograms, maximally stable color regions
(MSCR) and recurrent high-structured patches. All features were
weighted with respect to the vertical axis and classified in two
principal regions (legs and trunk). The area corresponding to the
head was not considered to extract features because it is formed
by very few pixels; therefore, there is a limited information
about the person. The second feature set, hereafter referred to as
SoF2, leverages three robust features: 1) SIFT features; 2) a
pyramid of histograms of orientation gradients (PHOG); and
3) Haralick texture features. The same body part divisions used
in [9] were implemented. SIFT features were used to extract the
chromatic appearance from HSV color space at different points
of interest. The PHOG feature was calculated on three levels
and accumulated into a single oriented histogram. Haralick
texture features were determined in the regions where most
information was concentrated (leg and trunk regions). A com-
plete explanation of all the features and their implementation, as
used for all the experiments presented in this section, can be
found in [9] and [10].

'

.

A
/
Fig. 6. Samples of image pairs from the 3DPeS dataset.

To set the normalized matching distance d’”" for a perspective
pair, we combined the matching distance between feature vectors
with reliability values for the perspectives as dg’;‘ = £d™, where
¢ is the mean of the two reliability values and d" is the matching
distance between two feature vectors. The set of distances was
weighted to obtain a reliable combination. In order to determine
the reliability of a perspective, reliability weights were fixed as
follows: a, = 0.4 and o, = 0.6. These values were estimated
using 10 trajectories from each dataset and were left unchanged
for all the experiments. Each d;' was a weighted combination of
three feature distances. Feature weights were set to awy = 0.4,
anscr = 0.4, and agpsp = 0.2 for the SoF1 feature set and
awaen = 0.2, appog = 0.4, and apar = 0.4 for the SoF2
feature set. These weights values were obtained from experi-
ments proposed in [9] and [10], respectively. Fig. 5(a) shows the
number of recovered perspectives when the threshold of direc-
tion changes p was modified. Low threshold values provided a
large number of retrieved perspectives from an STT, but similar
feature vectors were obtained using the normalized matching
distance. The value was fixed as follows: given a set of MVOMs
from different cameras, the matching distance was computed for
all combinations of images. The threshold p was set around the
mean of orientation distances from all image pairs where the
matching distance was similar to @ya¢cn. Threshold parameter p
was set to 10° for all experiments. This value was designated as
the initial value in the iterative matching algorithm, i.e., ¢y ui
starts with a value equal to p and increased p with each iteration.
Fig. 5(b) shows the percentage of connections between MVOMs
when the decision threshold ¢, Obtained different values for
(22’7}7. It can be seen that the number of connections exceeded
100% for several ¢patcn Values. In these cases, some connections
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Fig. 7. Results according to 3DPeS dataset. (a) and (b) CMC curves for two different setups. SRR curves are shown in (c) corresponding to the CMC curves of (b).

were erroneous and the MVOMs corresponding to different
people were connected, producing a corrupt MVOM. Since
db " was normalized between 0 and 1, the parameter ¢, .1, Was
set to 0.12. This value provided a large number of connections
and was fairly near to the number of maximum correct connec-
tions. Given that the decision threshold must be restrictive, minor
variations in this parameter did not modify the overall results.
Fig. 5(c) shows the percentage of connections between MVOMs
when the parameter ¢y increased in the iterative matching
algorithm with ¢ aten = 0.12. In our experiments, we ran 10
independent trials and the results given below were computed as
the average of all of them.

B. 3DPeS Dataset

The 3DPeS dataset was proposed by Baltieri ef al. in [33]. It
contains different sequences of 200 people taken from a multi-
camera distributed surveillance system. Eight static cameras
were used in an outdoor scenario, each one with different lighting
conditions and calibrated parameters. People were detected
multiple times with different viewpoints. The lighting conditions
between cameras did not change too much, but people were
captured multiple times over the course of several days, resulting
in strong variations in lighting conditions in some cases. This
results in a challenging dataset to evaluate people reidentification
algorithms. Fig. 6 shows some examples of image pairs corre-
sponding to the same people.

We compared the results of the proposed method with those
reported of RWACN [10], LF [34], KISSME [35], SDALF [9],
and LMNN-R [36]. The same setup was used, where only
95 people were randomly chosen to compute the CMC curve.
Fig. 7(a) shows the performance of our method compared to
the previous methods. Using SoF2, the proposed method
outperformed the others, especially for low rank scores. Table I
presents the top ranked matching rates, and it can be seen that
our method achieved the highest recognition percentages.
Fig. 7(b) and (c) shows the CMC and SRR curves for a setup
where all people were used to obtain the results. Proposed
method-SoF2 achieved 43% correct recognition for rank 1,
whereas RWACN only obtained 37% using the same feature
set. Similar results were obtained for proposed method-SoF1
and SDALF, where the correct recognition values were 35.5%

TABLE I
Top RANKED MATCHING RATE (%) oN 3DPES DATASET

Methods Rank:1 Rank:5 Rank:10 Rank:20 Rank:50
Proposed-SoF2 46.9 73.3 824 89.8 97.0
Proposed-SoF1 38.7 63.3 76.5 86.5 97.2
RWACN [10] 41.5 65.7 74.13 83.7 95.9

LF [34] 333 58.2 70.0 81.1 95.1
KISSME [35] 22.9 49.0 62.2 76.0 93.2

SDALF [9] 26.2 46.1 59.5 71.6 93.6
LMNN-R [36] 23.0 449 55.2 69.0 88.9

i

Fig. 8. Samples of image pairs from the SAIVT dataset.

and 21%, respectively. In both comparisons, a notable differ-
ence was maintained in the top positions because the MVOMs
contain orientation values, which provide better matching.
Higher ranking positions were more similar for both methods
due to the fact that the current dataset lacked orientation
information.

C. SAIVT Dataset

This multicamera surveillance database was proposed by
Bialkowski et al. in [37]. It was captured from an existing
surveillance network to provide a real indoor scenario. The
dataset consists of 150 people moving around a building envi-
ronment, captured by eight different cameras with nonoverlap-
ping fields of view. The dataset was collected in an uncontrolled
manner, so it provides a highly unconstrained environment in
which to test people reidentification approaches. This results in a
challenging multicamera database designed for the task of people
reidentification. Some image pairs corresponding to the same
people are shown in Fig. 8.
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Fig. 9. Results according to SAIVT dataset. (a) and (b) CMC curves for two different setups. SRR curves are shown in (c¢) corresponding to the CMC curves of (b).

TABLE II
Top RANKED MATCHING RATE (%) oN SAIVT DATASET

Methods Rank:1 Rank:5 Rank:10 Rank:20 Rank:50
FM [37] 338 61.8 76.5 87.5 97.0
CCM [37] 17.6 515 69.8 80.1 94.8
Proposed-SoF2 34.5 522 63.5 78.9 98.4
CSM [37] 16.2 39.7 522 72.7 95.6
Proposed-SoF1 21:1 33.7 453 65.9 96.4
RWACN [10] 229 38.2 524 67.6 93.7
SDALF [9] 18.8 29.2 36.7 535 86.1
T™ [37] 7.4 272 434 58.8 94.8
HM [37] 6.6 30.9 44.8 57.3 94.8

We report the results of our method and compare them with
those reported for RWACN [10], SDALF [9], Fused Model
(FM), Culture-Colors Model (CCM), Color-Soft Model (CSM),
Height Model (HM), and Texture Model (TM); these latter
methods are presented in [37]. We adopted the same setup for
a camera pair as that used in [37], which is denoted as 3-8. This
camera pair contains 99 people viewed from similar perspec-
tives. Fig. 9(a) shows the performance of our method compared
to the previous methods. Using SoF2, the proposed method
obtains similar results with respect to the others. Table II presents
the top ranked matching rates, and it can be seen that our method
achieved the highest recognition percentage for rank number 1.
Fig. 9(b) and (c) shows the CMC and SRR curves for a setup
where all people were used to obtain the results. Proposed
method-SoF2 achieved 30.5% correct recognition for rank 1,
whereas RWACN only obtained 20.4% using the same feature
set. Similar results were obtained for proposed method-SoF1 and
SDALF, where the correct recognition values were 19.5% and
17.6%, respectively.

D. ETHZ Dataset

The ETHZ dataset was introduced in [38] and consists of three
outdoor video sequences captured from moving cameras
mounted on a children’s stroller. This dataset is not specifically
designed for people reidentification, but some authors have used
these video sequences to obtain results using a specific set of
snapshots. The set of images introduces variations in appearance
and lighting changes. Given the requirements of our proposal
concerning calibration parameters, only sequence SEQ.#1 can be

"m'i‘.

used to obtain the performance. This sequence contains 83
people and includes calibration parameters and odometry. Fig. 10
shows some examples of image pairs corresponding to the
same people.

We compared the results obtained using the proposed
method with those reported for eSDC_Knn [39], eSDC_ocsvm
[39], PLS [40], eBiCov [41], RWACN [10], and SDALF [9].
A similar setup to that suggested in [39] was used to obtain
results with our method. However, each STT was split into two
parts of a similar length, enabling us to evaluate the iteration
matching algorithm. Fig. 11(a) shows the performance of our
method compared to previous methods. The proposed method
using SoF2 outperformed the others, especially for rank scores
3, 4, and 5. Table III presents the top ranked matching rates,
where it can be seen that our method achieved the highest
recognition percentages, with the exception of rank score 1,
where the eSDC_Knn method provided the best recognition
percentage. Fig. 11(b) and (c) shows CMC and SRR curves for
the full rank score. The proposed method-SoF2 achieved an
80.5% correct recognition for rank 1, whereas RWACN only
obtained 57.7% using the same feature set. Similar results
were obtained for the proposed method-SoF1 and SDALF,
where the correct recognition values were 77.0% and 52.2%,
respectively.

Our proposed method clearly reidentifies people correctly
in an extensive camera network, providing better values
when increasing numbers of people are considered in the
SRR curve. Note that our technique performs processing
independently for each individual without requiring knowl-
edge of the full dataset. Only images with different orienta-
tions are extracted from the trajectory of the individual, and

4
S

. : LB
:
!
)
I '

1111 -

Fig. 10. Samples of image pairs from the ETHZ dataset.
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TABLE III
Top RANKED MATCHING RATE (%) oN ETHZ DATASET
Methods Rank:1 Rank:2 Rank:3 Rank:4 Rank:5
Proposed-SoF2 80.5 874 91.8 94.9 95.6
eSDC_Knn [39] 80.6 85.5 88.1 90.14  92.13
eSDC_ocsvm [39] 80.0 85.0 87.8 89.7 91.88
PLS [40] 78.3 84.4 86.6 88.0 89.1
Proposed-SoF1 77.0 81.3 85.7 86.3 88.8
eBiCov [41] 73.6 80.0 82.7 85.0 87.04
RWACN [10] STLT 65.3 71.7 754 719
SDALF [9] 52.2 60.5 65.6 69.4 70.6

subsequently a set of reliable, robust, and descriptive features
are extracted.

V. CONCLUSION

In this paper, we present the MVOM to carry out people
reidentification process. To address variations in appearance due
to the different perspectives of the person obtained from a camera
network, we propose a model composed of different perspectives
ofthe person. Each perspective is represented by a feature vector,
an estimated orientation parameter and a reliability parameter,
extracted from the person trajectory. An iterative algorithm
maximizes the number of successful matches while speeding
up the process. The proposed model does not require training
stages to carry out the reidentification process, and it is not
necessary to have a prior knowledge about the full dataset. To
provide a reliable comparison, various experiments have been
performed with three feature sets proposed by other authors.
There are several problems in the reidentification process, such as
lighting changes and low image resolution. However, problems
related to appearance variation due to perspective changes have
been reduced by increasing ranking values with respect to
other proposal.
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