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ABSTRACT

Background subtraction is a widely used technique for detecting moving objects in image sequences. Very often background subtraction approaches assume the availability of one or more clear (i.e., without foreground objects) frames at the beginning of the sequence in input. However, this assumption is not always true, especially when dealing with dynamic background or crowded scenes. In this paper, we present the results of a multi-modal background modeling method that is able to generate a reliable initial background model even if no clear frames are available. The proposed algorithm runs in real-time on HD images. Quantitative experiments have been conducted taking into account six different quality metrics on a set of 14 publicly available image sequences. The obtained results demonstrate a high-accuracy in generating the background model in comparison with several other methods.

1. Introduction

Background subtraction (BS) is a popular and widely used technique that represents a fundamental building block for different Computer Vision applications, ranging from automatic monitoring of public spaces to augmented reality. The BS process is carried out by comparing the current input frame with the model of the scene background and considering as foreground points the pixels that differ from the model. Thus, the fundamental problem is to generate a background model that is as reliable as possible and consistent with the observed scene.

BS has been largely studied and many techniques have been developed for tackling the different aspects of the problem. This interest in BS is demonstrated by the many surveys published on this topic. For example, a survey on statistical background modeling has been conducted by Bouwmans et al. (2010) and a review about methods for multisensor surveillance has been realized by Cristani et al. (2010). A recent survey by Bouwmans (2014) provides a large overview of background models by dividing them in traditional and recent approaches.

In addition to the large literature, open-source software libraries have been released, so that also non-experts can exploit BS techniques for developing Computer Vision based systems. However, open issues in BS (see Fig. 1) still need to be addressed, including how to deal with:

- Sudden and gradual illumination changes (e.g., due to clouds or time of day).
- Shadows (both hard and soft) and reflections.
- Camera jitter (e.g., due to wind in outdoor scenarios).

Fig. 1. Challenges for BS methods. a) Dark shadows (ATON data set). b) Reflections on water (MarDCT data set). c) Swaying trees (Perception Test Images Sequences). d) Moved furniture (CANDela data set).
Fig. 2. Background subtraction process. $I(t)$ is the input image at time $t$, $B(t)$ the background model, and $F(t)$ the foreground mask. $N$ images, selected with a sampling period $P$, are used to generate and to update $B$.

- Background movement (e.g., waves on the water surface, swaying trees).
- Permanent and temporary changes in the background geometry (e.g., moving furniture in a room, parked cars).

**BS Process.** According to Bouwmans (2014), the BS process can be divided into three phases:

1. **Background model initialization.** $N$ frames are collected with a sampling period $P$ and analyzed to create the first background model $B$.
2. **Foreground detection.** The input image $I$ is compared with the current background model $B$ to detect moving objects in the scene.
3. **Background model update.** The background model $B$ is updated over time to reflect possible changes in the scene.

Phase (1) is carried out only once, exploiting $N$ frames at the beginning of the video sequence in input. Phases (2) and (3) are executed repeatedly as time progresses in order to adapt the background model coherently with with the changes in the scene (see Fig. 2).

**Background Model Initialization.** In contrast to the widely studied background model representation and model maintenance routines, limited attention has been given to the problem of initializing the background model (Bouwmans, 2014). In particular, often BS methods assume the availability of one or more clean, i.e., without foreground objects, frames at the beginning of the sequence in input (Maddalena and Petrosino, 2014b). Thus, the background model is initialized using the first frames, presuming that they do not contain foreground objects. This is a strong assumption that is not always true, because of continuous clutter presence.

**Model Update.** Two different policies can be used to modify the background model, namely selective and blind update. In selective (or conditional) update, only pixels classified as belonging to the background are updated. The selective update improves the detection of the targets since foreground information are not added to the background model, thus solving the problem of ghost observations. The use of information coming from the previous background model is highlighted in Fig. 2 by the bi-directional arrow between the update module and the background model $B$. However, when using selective updating, any incorrect pixel classification (e.g., due to illumination changes) produces a persistent error, since the background model will never adapt to it. This is why, it is necessary also to have a blind update, where no update decisions are taken and every pixel in the background model is updated without considering the previous computed models. On the other hand, the blind update has the disadvantage that values not belonging to the background (e.g., stationary foreground objects) can be added to the model.

In this paper, we focus on the background initialization phase of the BS process when dealing with image sequences where no clean frames are available. We describe the results of an on-line and real-time parallel method, called Independent Multimodal Background Subtraction Multi-Thread (IMBS-MT), which is an extended version of the IMBS method, described in (Bloisi and Iocchi, 2012). The main contributions of this work are:

1. A parallel architecture to run in real-time with HD images (1360×768 pixels), with a publicly available source code.\(^1\)
2. An incremental background model generation to deal with sudden changes in the scene.

For the experimental evaluation, 14 test sequences provided by the Scene Background Initialization (SBI)\(^2\) data set have been used. Quantitative results, obtained by considering six different quality metrics, demonstrate the capability of IMBS-MT to generate very accurate background models.

The rest of this paper is organized as follows. Related work is discussed in the next Section 2, giving particular emphasis to clustering-based BS methods and to existing software libraries. The proposed method is described in Section 3. The results of the quantitative comparison of IMBS-MT with other methods, carried out on publicly available image sequences, are shown in Section 4. Conclusions and future directions are discussed in Section 5.

### 2. Related Work

As pointed out in the previous section, BS has been extensively studied and many different approaches for generating accurate foreground masks have been published. Evaluations and comparisons for different BS methods have been presented in recent surveys realized by Sobral and Vacavant (2014) and Xu et al. (2016). From the large literature on BS algorithms, we

\(^1\)http://www.dis.uniroma1.it/~bloisi/sw/imbs-mt.html
\(^2\)http://sbmi2015.na.icar.cnr.it/SBIdataset.html
have decided to discuss here methods adopting the same ideas contained in our approach, namely a clustering algorithm for building the model, an adaptive mechanism to adjust the model in case of global variations in the scene, and a specific implementation to speed-up the foreground mask generation process. Furthermore, this section contains the description of a set of BS approaches for which open-source code and experimental data are available, since we believe that providing the source code for the algorithms and producing publicly available challenging benchmarks are fundamental requirements for achieving more and more reliable BS modules.

**Clustering Approaches.** One of the first real-time adaptive BS methods based on clustering has been proposed by Butler et al. (2003). The algorithm models each pixel by means of a group of \( k \) clusters and adapts the clusters to deal with variations in both the background and the ambient lighting. Incoming pixels are compared and classified against the corresponding cluster group by using the Manhattan distance. However, it is not possible to differentiate between moving objects and their shadows, which often cause the segmentation to blur or to erroneously detect shadows points as separate moving objects. Li et al. (2008) describe a method for background modeling and moving objects detection based on clustering theory. An histogram containing the pixel values over time is used to extract the moving objects by considering each peak in the histogram as a cluster. Fan et al. (2010) perform a \( k \)-means clustering and single Gaussian model to reconstruct the background through a sequence of scene images with foreground objects. Then, based on the statistical characteristics of the background pixel regions, the algorithm detects the moving objects. In addition, an adaptive algorithm for foreground detection is used in combination with morphological operators and a region-labeling mechanism. Kumar and Sureshkumar (2013) propose a modification of the \( k \)-means algorithm for computing BS in real-time. Their experimental results show that selecting centroids can lead to a better BS with the ability of handling images from dynamic environments.

Differently to the above-cited methods, the concept of time interval is a key factor in our approach. Indeed, we build the background model by considering \( N \)-frame samples that are collected on the basis of a time period \( P \). The details about our clustering algorithm are given in Section 3.

**Adaptive Approaches.** In order to deal with highly dynamic background (e.g., water scenarios, crowded scenes or dense urban traffic environments), it is crucial to consider a global model of the movement of the scene (Ablavsky, 2003). Indeed, the background model has to be sensitive enough to:

1. Detect moving objects.
2. Adapt to long-term lighting (e.g., time of day).
3. Take care of structural changes (e.g., objects entering the scene and becoming stationary).
4. Adjust to sudden background changes (e.g., clouds passing or light switching).

Combining local (i.e., pixel-wise) and global (i.e., frame-level) models allows to satisfy simultaneously both the sensitivity to foreground motion and the ability to model sudden background changes (Pennisi et al., 2015).

One of the first frame-level algorithm for dealing with global changes in the scene has been written by Toyama et al. (1999). A set of scene background models is maintained in memory and the one used is the model that produces the fewest number of foreground pixels. The approach is suitable only for situations where the scene presents cyclic changes (e.g., in the light switching problem). The authors provide also a set of publicly available sequences with ground-truth annotations called the Wallflower data set. More recently, Vosters et al. (2012) propose a real-time approach, which combines Eigenbackground with a statistical illumination model for coping with rapidly changing illumination conditions. The method is based on two algorithms: The former is used to reconstruct the background frame, the latter improves the foreground segmentation. However, the moved background objects are detected as foreground forever after movement. This is because the object’s new location is not incorporated into the Eigenspace background model.

Vehicle traffic monitoring is an example of Computer Vision application that can be strongly affected by sudden illumination changes and weather issues. Nieto et al. (2012) present a vision-based system for vehicle tracking and classification devised for traffic flow surveillance. They propose an adaptive multi-cue segmentation strategy that detects foreground pixels corresponding to moving and stopped vehicles, even with noisy images due to compression. The approach adaptively thresholds a combination of luminance and chromaticity disparity maps between the learned background and the current frame, where the disparity maps are generated by comparing the values of the pixel luminance and chromaticity differences with respect to their corresponding temporal variances. Then, extra features derived from gradient differences are used to improve the segmentation of dark vehicles with casted shadows and to remove headlight reflections on the road. However, the method takes into account the color of the vehicle as a key feature, thus white vehicles can often be included in the background model.

In our approach, we use statistics computed at frame level to take care of global changes in the scene. If a large variation in the total number of foreground pixels is detected, then the background model is re-initialized in order to adapt to the new situation. The details about how our method manages global changes are given in Section 3.

**Real-time/Parallel Implementations.** Creating and maintaining probabilistic background models for high definition images is computationally expensive and can limit the real-time applications of BS methods to low resolution sequences, far below the acquisition ability of state-of-the-art cameras (Culibrk and Crnojevic, 2010). The Graphics Processing Unit (GPU) can be used to speed-up the computation of the foreground image, achieving real-time performance on high resolution frames.

Yang and Chen (2012) propose to use CPU and GPU as a combined computing unit in order to perform BS in dynamic background. GPU is employed to compute SIFT (Scale Invariant Feature Transform) points in order to match between two input frames, while CPU is used for compensating global motion through an affine transformation. Culibrk and Crnojevic (2010)
present a parallel implementation for the Background Modeling Neural Networks (BNNs) method, which uses unsupervised learning. The GPU parallelization allows to handle 720×576 images in real-time. More recently, Wilson and Tavakkoli (2015) utilize Nvidia’s CUDA architecture to accelerate their non-parametric background modeling method, which employs three stages of training, classification, and update, specifically designed for the parallel CUDA architecture. An OpenCl algorithm implementation for GPU devices of the GMM method, obtained by taking into account specific features of the GPU architecture, is presented in (Szwoch, 2015). For a video stream of 1920×1080 pixel images captured at 15 fps, it was possible to exceed the source rate only off-line, since the amount of computations was too large for CPUs to process the stream in online mode.

Also optimized implementation of well-known BS algorithms have been proposed to achieve real-time performance. In (Szwoch et al., 2016), Gaussian mixture models (GMM) and Codebook methods are tested on a supercomputer platform. The GMM algorithm proves to be significantly more efficient than the Codebook (about three times faster); however, in case of 1920×1200 images, the GMM algorithm is not able to work in real-time. Zivkovic and van der Heijden (2006) propose a modification of the Kernel Density Estimation (KDE) method, which uses a balloon variable-size kernel approach. The balloon approach leads to a very efficient implementation that is faster than the original KDE.

In this work, we do not use GPU acceleration to speed-up the BS process. Instead, we describe how to compute in parallel parts of the method by means of C++11 threads, obtaining real-time performance on HD images (1360×768 pixels).

Publicly Available Resources. The possibility of having the source code of the BS methods described in the literature represents a key point towards the goals of generating more and more accurate foreground masks and of widely applying this technology. OpenCV3 is an open source Computer Vision library released under a BSD license and hence free for both academic and commercial use. OpenCV version 3 provides the source code for two BS methods:

1. MOG2: An improved adaptive Gaussian mixture model (Zivkovic, 2004);
2. KNN: K-Nearest Neighbors background subtraction described in (Zivkovic and van der Heijden, 2006).

BGSLibrary4 is an OpenCV based C++ BS library containing the source code for both native methods from OpenCV and several approaches published in the literature (Sobral, 2013). The author also provides a JAVA graphical user interface (GUI) that can be used for comparing different methods.

A complete and updated collection of BS methods and publicly available data sets can be found in the Background Subtraction website5. A section of the website is dedicated to the available implementations of both traditional, e.g., statistical methods (Bouwmans, 2011), and recent emerging approaches, e.g., Fuzzy background modeling (Bouwmans, 2012). Another section of the website contains links and references for available BS data sets.

ChangeDetection (Goyette et al., 2012) is a benchmark data set containing several video sequences annotated with ground truth data. The sequences are grouped into different categories, like “Dynamic Background”, “Camera Jitter”, “Intermittent Object Motion”, and “Shadow”, which contain very challenging scenarios.

A database of surveillance videos and image sequences, dedicated to the maritime domain, is MarDCT – Maritime Detection, Classification, and Tracking dataset (Bloisi et al., 2015). MarDCT has been developed for evaluating BS techniques on environments characterized by water background and for providing very challenging data (containing reflections, occlusions, waves, and wakes) from real working systems.

In this paper, we use the SBI data set for evaluating our approach and to obtain a quantitative comparison with other state-of-the-art methods. The details concerning the SBI sequences are given in Section 4.

3. Parallel Background Model Initialization

IMBS (Independent Multimodal Background Subtraction) is a BS method that has been designed for dealing with highly dynamic scenarios characterized by non-regular and high frequency noise, such as water background (Bloisi and Iocchi, 2009). IMBS is a per-pixel, non-recursive, and non-predictive BS method, meaning that:

- Each pixel signal is regarded as an independent process (per-pixel).
- A set of input frames is analysed to estimate the background model based on a statistical analysis of those frames (non-recursive).
- The order of the input frames is considered not significant (non-predictive).

The above listed design choices are fundamental for achieving a very fast computation, since (i) working at pixel level and (ii) considering each background model as independent from the previous computed ones allows for carrying out the BS process in parallel.

In the next subsection, we briefly summarize the IMBS method, whose details can be found in (Bloisi and Iocchi, 2012). Then, we present an extended version of the original IMBS algorithm, called IMBS-MT (multi-thread), which is designed for parallel computation.

3.1. IMBS

The main idea behind IMBS is the discretization of the color distribution for each pixel, by using an on-line clustering algorithm. More specifically, for each pixel $p(i, j)$ the analysis of a set of $N$ sample image frames is used to determine the
Fig. 3. IMBS stores multiple background values for each pixel. The five RGB modes for the BG model corresponding to the pixel in position (123, 107) are shown in this figure.

The background model $\mathfrak{B}(i, j)$ for that pixel. $\mathfrak{B}(i, j)$ is a set of pairs $(c, f(c))$, where $c$ is a value in the chosen color space (e.g., a triple in RGB or HSV space) and $f(c)$ is the number of occurrences of the value $c$ in the sample set (see Fig. 3). After processing all the samples, only those color values that have enough occurrences (i.e., $\geq D$) are maintained in the background model. In this way, the background model contains, for each pixel, a discrete and compact multi-modal representation of its color probability distribution over time.

IMBS does not need to fit the data in some predefined distributions (e.g., Gaussian). This is the main difference with respect to a Mixture of Gaussians based approach (Stauffer and Grimson, 1999; Zivkovic, 2004), where fitting Gaussian distributions is required and typically the number of Gaussians is limited and determined a priori. Once the background model $\mathfrak{B}$ is computed, the foreground mask is built by using a quick thresholding method: A pixel $p(i, j)$ is considered as a foreground point if the current color value is not within the distribution represented in the model, i.e., its distance from all the color values in $\mathfrak{B}(i, j)$ is above a given threshold $\lambda$. IMBS requires a time $R = NP$ for creating the first background model. Then a new model, independent from the previous one, is built continuously, according to the same refresh time $R$.

The functional architecture for IMBS is shown in Fig. 4, where the parameters in input to each module are highlighted.

Fig. 4. IMBS functional architecture. The parameters used by the algorithm are circled.

3.2. Parallel Method IMBS-MT

IMBS-MT differs from the original IMBS in two aspects:

1. The background formation and foreground extraction processes are carried out in parallel on a disjoint set of sub-images from the original input frame;
2. The background model is initialized incrementally, i.e., the quality of the model is increased as soon as more frame samples are available.

Multi-thread Implementation. If the number of available CPU cores is $r$, then the input image is split into $r$ non-overlapping regions and each region is assigned to a thread. Instead of creating new images, the $r$ regions are represented as references to the parts of the original whole image. This parallel procedure...
Fig. 6. IMBS-MT (multi-thread) functional architecture. This figure shows the configuration with four CPU cores available. $N$ and $P$ (circled in dashed lines) parameters changes over time, due to the incremental model generation.

is applied both for generating the foreground mask $F$ and the background model $B$. When all the threads complete the processing, all the regions automatically join $F$ and $B$ thanks to the used reference approach. The scheme in Fig. 6 shows the computation flow for IMBS-MT.

**Incremental Background Model Generation.** IMBS-MT uses an incremental process for initializing the BG model $B$, which is created by analyzing a sample set having a variable size. Fig. 7 shows the incremental background modeling mechanism that is carried out before reaching the steady state. In order to have a foreground mask available as quickly as possible, the first background model is built by considering $N_1$ images, with $N_1 \ll N$, for example $N_1 = N/5$. Next, the second model is generated after $N_2 P$ ms, where $N_1 < N_2 < N$, for example $N_2 = N/3$. The first stable model is obtained when $t_2 + N_1 P$ reaches the final value $N P$, after which a new model is generated every $N P$ ms.

This incremental process is fundamental for dealing with sudden changes in the scene, since it allows for quickly recovering from situations where the collected scene samples are no more useful, due to changes in the environment. A way for triggering the incremental mechanism is to monitor the number of foreground pixels: if a large increment of the foreground pixels is detected, then the background model is replaced by starting the incremental background model initialization process.

4. Experimental Results

In order to experimentally evaluate the performance of our method, 14 different image sequences, provided in the Scene Background Initialization (SBI) data set, have been used. The SBI sequences have been extracted from multiple publicly available sequences that are frequently used in the literature to evaluate background initialization algorithms.

We use for comparison the results generated by nine other BS methods, i.e., Median (Maddalena and Petrosino, 2014a), SC-SOBS (Maddalena and Petrosino, 2012), WS2006 (Wang and Suter, 2006), RSL2011 (Reddy et al., 2010), Photomontage (Agarwala et al., 2004), CA2008 (Chen and Aggarwal, 2008), KNN, and MOG2. For the KNN and MOG2 methods, we have used the implementation available in OpenCV 3 for computing the results, while, for the other methods, we show the results provided by Maddalena and Petrosino (2015), published in occasion of the Scene Background Modeling and Initialization (SBMI2015) Workshops, held in conjunction with ICIAP 2015. However, since in (Maddalena and Petrosino, 2015) only a subset of all the SBI sequences are considered, the quantitative experimental results are split in two tables: Table 1 contains the results of the experiments performed also by Maddalena and Petrosino (2015) on seven out of the total fourteen SBI sequences, while Table 2 shows the results obtained on the remaining seven sequences.

4.1. Accuracy Evaluation

The proposed method has been evaluated both qualitatively and quantitatively, by using the SBI scripts\(^6\) for computing the results. We have maintained the default OpenCV parameters for KNN and MOG2 on all the sequences, while we have used the parameters $P = 500$ ms, $N = 30$, $D = 2$, and $A = 5$ for IMBS-MT on all the sequences except for “Toscana”, which contains only six frames and thus we set $N = 5$.

The qualitative evaluation is illustrated in Fig. 8, where the first column contains a sample frame for each sequence. The second column contains the ground truth images provided by the SBI authors, which have been manually obtained by either choosing one of the sequence frames free of foreground objects or by stitching together empty background regions from different sequence frames. The background model images computed with the MOG2, KNN and IMBS-MT methods are shown in the second, third, and forth columns, respectively. It is worth noting that, for MOG2 and KNN, we created the model images with the OpenCV function *getBackgroundImage*. Instead, for IMBS-MT, the model image to be used with the SBI scripts has been obtained by selecting, for each pixel $p$, the mode with the minimum distance $d$ from the ground truth:

\[
d = \arg \min_k |r_k - r_{GT}| + |g_k - g_{GT}| + |b_k - b_{GT}|
\]

where $(r_k, g_k, b_k)$ is one of the modes in $B$ for the pixel $p$ and $(r_{GT}, g_{GT}, b_{GT})$ is the corresponding ground truth value.

\(^{6}\)http://sbmi2015.na.icar.cnr.it/MODLab/BckgInit/MATLAB/EvaluateBckgInit3.zip
This procedure allows to produce a bi-dimensional image by considering the “best” background mode, which is in any case a mode produced by our algorithm without introducing ground truth information. Indeed, IMBS-MT labels a pixel as a foreground point only if it differs from all the background color values. Therefore, no background modes are more important than the other ones. The last column in Fig. 8 contains the foreground masks generated by IMBS-MT on the sample frames shown in the first column.

Table 1 and Table 2 show the quantitative experimental results obtained on the fourteen SBI sequences (bold font is used to denote the best performance). To compute the results, we have used the quality metrics suggested in the SBI web page and listed below, where GT and CB denote the true and estimated background, respectively.

1. Average Gray-level Error (AGE) is the average of the gray-level absolute difference between GT and CB images. Its values range in $[0, L-1]$, where $L$ is the maximum number...
### Table 1. Results on seven image sequences from the SBI data set.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Method</th>
<th>AGE</th>
<th>pEPs</th>
<th>pCEPS</th>
<th>MS-SSIM</th>
<th>PSNR</th>
<th>CQM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall &amp; Monitor</td>
<td>KNN</td>
<td>3.217</td>
<td>0.035</td>
<td>0.003</td>
<td>0.3836</td>
<td>20.415</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>WS2006</td>
<td>2.387</td>
<td>0.023</td>
<td>0.002</td>
<td>0.3722</td>
<td>20.315</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td>Photomontage</td>
<td>2.682</td>
<td>0.033</td>
<td>0.002</td>
<td>0.3711</td>
<td>19.815</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>CA2008</td>
<td>3.037</td>
<td>0.037</td>
<td>0.003</td>
<td>0.3737</td>
<td>19.105</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>2.003</td>
<td>0.032</td>
<td>0.003</td>
<td>0.3813</td>
<td>20.915</td>
<td>0.505</td>
</tr>
<tr>
<td>HighwayI</td>
<td>KNN</td>
<td>3.121</td>
<td>0.024</td>
<td>0.002</td>
<td>0.3753</td>
<td>20.415</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>WS2006</td>
<td>2.653</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3722</td>
<td>20.315</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td>Photomontage</td>
<td>2.683</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3711</td>
<td>19.815</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>CA2008</td>
<td>2.746</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3737</td>
<td>19.105</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.997</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3813</td>
<td>20.915</td>
<td>0.505</td>
</tr>
<tr>
<td>HighwayII</td>
<td>KNN</td>
<td>3.083</td>
<td>0.021</td>
<td>0.001</td>
<td>0.3753</td>
<td>20.415</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>WS2006</td>
<td>2.653</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3722</td>
<td>20.315</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td>Photomontage</td>
<td>2.683</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3711</td>
<td>19.815</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>CA2008</td>
<td>2.746</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3737</td>
<td>19.105</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.997</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3813</td>
<td>20.915</td>
<td>0.505</td>
</tr>
<tr>
<td>Foliage</td>
<td>KNN</td>
<td>3.465</td>
<td>0.019</td>
<td>0.001</td>
<td>0.3753</td>
<td>20.415</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>WS2006</td>
<td>2.705</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3722</td>
<td>20.315</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td>Photomontage</td>
<td>2.683</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3711</td>
<td>19.815</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>CA2008</td>
<td>2.746</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3737</td>
<td>19.105</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.997</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3813</td>
<td>20.915</td>
<td>0.505</td>
</tr>
<tr>
<td>People &amp; Foliage</td>
<td>KNN</td>
<td>3.842</td>
<td>0.011</td>
<td>0.001</td>
<td>0.3753</td>
<td>20.415</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>WS2006</td>
<td>2.653</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3722</td>
<td>20.315</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td>Photomontage</td>
<td>2.683</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3711</td>
<td>19.815</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>CA2008</td>
<td>2.746</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3737</td>
<td>19.105</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.997</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3813</td>
<td>20.915</td>
<td>0.505</td>
</tr>
<tr>
<td>Snake</td>
<td>KNN</td>
<td>3.465</td>
<td>0.019</td>
<td>0.001</td>
<td>0.3753</td>
<td>20.415</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>WS2006</td>
<td>2.705</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3722</td>
<td>20.315</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td>Photomontage</td>
<td>2.683</td>
<td>0.017</td>
<td>0.002</td>
<td>0.3711</td>
<td>19.815</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>CA2008</td>
<td>2.746</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3737</td>
<td>19.105</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.997</td>
<td>0.023</td>
<td>0.003</td>
<td>0.3813</td>
<td>20.915</td>
<td>0.505</td>
</tr>
</tbody>
</table>

5. Peak-Signal-to-Noise-Ratio (PSNR) is defined as:

\[
PSNR = 10 \log_{10} \left( \frac{L}{MS} \right)^2
\]

where \(L\) is the maximum number of grey levels and \(MS\) is the Mean Squared Error between GT and CB images. It assumes values in decibels.

6. Color image Quality Measure (CQM) is based on a reversible transformation of the YUV color space and on the PSNR computed in the single YUV bands. As for the
Table 2. Results on seven image sequences from the SBI data set.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Method</th>
<th>AGE</th>
<th>pEPs</th>
<th>pCEPS</th>
<th>MS-SSIM</th>
<th>PSNR</th>
<th>CQM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Board</td>
<td>KNN</td>
<td>31.12</td>
<td>21.59</td>
<td>21.59</td>
<td>25.31</td>
<td>0.894</td>
<td>3.847</td>
</tr>
<tr>
<td></td>
<td>MOG2</td>
<td>23.68</td>
<td>23.68</td>
<td>15.26</td>
<td>0.843</td>
<td>0.734</td>
<td>19.09</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>2.253</td>
<td>0.320</td>
<td>0.006</td>
<td>0.988</td>
<td>36.82</td>
<td>39.12</td>
</tr>
<tr>
<td>Candelia ml.10</td>
<td>KNN</td>
<td>1.704</td>
<td>0.769</td>
<td>0.618</td>
<td>0.991</td>
<td>34.08</td>
<td>46.96</td>
</tr>
<tr>
<td></td>
<td>MOG2</td>
<td>1.382</td>
<td>0.470</td>
<td>0.095</td>
<td>0.983</td>
<td>35.42</td>
<td>44.23</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.226</td>
<td>0.053</td>
<td>0.021</td>
<td>0.996</td>
<td>42.22</td>
<td>55.08</td>
</tr>
<tr>
<td>CAVIAR1</td>
<td>KNN</td>
<td>4.625</td>
<td>4.042</td>
<td>2.841</td>
<td>352</td>
<td>24.63</td>
<td>17.05</td>
</tr>
<tr>
<td></td>
<td>MOG2</td>
<td>3.127</td>
<td>2.842</td>
<td>1.972</td>
<td>20.94</td>
<td>1.23</td>
<td>3.45</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.227</td>
<td>0.053</td>
<td>0.021</td>
<td>0.996</td>
<td>42.22</td>
<td>55.08</td>
</tr>
<tr>
<td>HumanBody2</td>
<td>KNN</td>
<td>20.943</td>
<td>18.513</td>
<td>15.218</td>
<td>3.847</td>
<td>34.08</td>
<td>46.96</td>
</tr>
<tr>
<td></td>
<td>MOG2</td>
<td>11.276</td>
<td>13.464</td>
<td>9.942</td>
<td>0.875</td>
<td>19.52</td>
<td>32.12</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>1.226</td>
<td>0.053</td>
<td>0.021</td>
<td>0.996</td>
<td>42.22</td>
<td>55.08</td>
</tr>
<tr>
<td>IBMtest2</td>
<td>KNN</td>
<td>21.357</td>
<td>16.299</td>
<td>12.593</td>
<td>352</td>
<td>24.63</td>
<td>17.05</td>
</tr>
<tr>
<td></td>
<td>MOG2</td>
<td>3.198</td>
<td>1.503</td>
<td>0.708</td>
<td>0.971</td>
<td>34.08</td>
<td>46.96</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>7.358</td>
<td>3.273</td>
<td>0.133</td>
<td>0.972</td>
<td>24.63</td>
<td>36.45</td>
</tr>
<tr>
<td>Toscana</td>
<td>KNN</td>
<td>7.4109</td>
<td>6.9096</td>
<td>5.2394</td>
<td>1080</td>
<td>22.53</td>
<td>22.03</td>
</tr>
<tr>
<td></td>
<td>MOG2</td>
<td>4.9729</td>
<td>12.806</td>
<td>4.3773</td>
<td>352</td>
<td>24.63</td>
<td>17.05</td>
</tr>
<tr>
<td></td>
<td>IMBS-MT</td>
<td>7.4109</td>
<td>6.9096</td>
<td>5.2394</td>
<td>1080</td>
<td>22.53</td>
<td>22.03</td>
</tr>
</tbody>
</table>

PSNR, it assumes values in decibels.

For the metrics AGE, pEPs, and pCEPs the lower the value, the better is the background estimate, while for MS-SSIM, PSNR, and CQM the higher the value, the better is the background estimate.

### Discussion
The experimental results demonstrate that IMBS-MT achieves very good results, comparable with the other considered methods. It is also possible to note that no one method is able to obtain the best performance over all the sequences.

The main advantages of IMBS-MT over the other methods are:

1. IMBS-MT maintains good performance also when the nature of the background is highly dynamic. This is due to the specific capacity of IMBS-MT to model scenes with dynamic background, since IMBS-MT does not consider a predefined distribution of the pixel values in the background. When stationary objects are in the scene, the model update mechanism of IMBS-MT produces very good results, as demonstrated by the results on the “CAVIAR” sequence.

2. IMBS-MT is a very fast algorithm, able to achieve good results without the need of a long processing time (as demonstrated by the computational performance analysis given below).

### 4.2. Computational Performance
The functional architecture shown in Fig. 6 has been implemented to take advantage of parallel execution by using the class Thread provided by C++11. In particular, r threads run in parallel for creating the background model, since each thread process one of r the regions the image is split into. In the same way, it is also possible to obtain a fast computation of the foreground mask by exploiting the parallel execution of r threads.

In order to ensure real-time performance on high resolution images, we collected 9 video sequences of an urban scenario captured at four different resolutions and measured the computational speed of IMBS-MT on an Intel(R) Core(TM) i7-3610QM CPU @ 2.30GHz, 8 GB RAM. The results are shown in Table 3, where the performance of IMBS-MT is compared with the TBB parallel implementation of MOG2 and KNN algorithms and with the mono-thread implementation of IMBS. Our IMBS-MT method achieves a computational speed of more than 13 frame per seconds on Full High-Definition (Full HD) images, real-time performance on HD frames, and a very high processing speed, i.e., more than 150 frames per second, on 352×240 images.

It is worth nothing that, the possibility of working with Full HD data allows for using high-level image processing routines after the foreground extraction, such as face recognition and plate identification. Moreover, with the computational speed achieved by IMBS-MT, it is possible to process simultaneously up to four HD video streams in real-time on a single PC.

The C++ source code of IMBS-MT is publicly available and can be downloaded from the following repository: https://github.com/dbloisi/imbs-mt

### 5. Conclusions
In this paper, we have described a fast clustering-based background subtraction method, called IMBS-MT. The key aspect of IMBS-MT is the capacity of generating an accurate background model even if no clear frames (i.e., images without
foreground objects) are present in the image sequence in input. IMBS-MT includes a mechanism for computing the background model incrementally and it has the capacity of carrying out in parallel the background formation and foreground extraction processes.

Experimental results, obtained on the challenging sequences of the SBI data set, demonstrate that IMBS-MT can generate highly accurate initial background models with a very high speed. Quantitative results obtained by IMBS-MT have been compared with eight state-of-the-art BS methods, i.e., KNN, MOG2, Median, SC-SOBS, WS2006, RSL2011, Photomontage, and CA2008, obtaining good results with respect to six different quality metrics. As a difference with other methods, IMBS-MT has been designed for maintaining a good accuracy with real-time computational speed on HD images and it can be used to process up to four HD video streams on a single CPU at the same time.

As future work, we intend to further improve the speed of the algorithm by creating a GPU-based implementation for IMBS-MT.
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